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Abstract tracer distribution is changing most rapidly (Figure 1).
To overcome this problem we investigated the estimation of

Conventional analysis of dynamically acquired nucledsinetic parameters directly from projection data by modeling
medicine data involves fitting kinetic models to time-activitghe data acquisition process of a time-varying distribution of
curves generated from regions of interest defined on radiopharmaceutical detected by a rotating SPECT system. To
temporal sequence of reconstructed images. Howevagcomplish this it was necessary to parametrize the spatial and
images reconstructed from the inconsistent projections oftemporal distribution of the radiopharmaceutical within the
time-varying distribution of radiopharmaceutical acquired by 8PECT field of view.
rotating SPECT system can contain artifacts that lead to biasesThis approach is potentially useful for clinical studies,
in the estimated kinetic parameters. To overcome this problgrarticularly in those clinics which have only single detector
we investigated the estimation of kinetic parameters directBPECT systems and thus are not able to perform rapid
from projection data by modeling the data acquisition procegsmographic acquisitions. Even with a three-detector system,
To accomplish this it was necessary to parametrize the spatiapatient study that utilizes body contouring orbits can take
and temporal distribution of the radiopharmaceutical within thtdb—60 sec to obtain one full tomographic acquisition. Thus, the
SPECT field of view. estimation of kinetic parameters directly from projection data

In a simulated transverse slice, kinetic parameters wengy be useful even for multi-detector SPECT systems in some
estimated for simple one compartment models for thr&&ses.
myocardial regions of interest, as well as for the liver. Direct estimation of kinetic parameters from projections
Myocardial uptake and washout parameters estimated Igs become an active area of research. Chiao et al. [1, 2]
conventional analysis of noiseless simulated data had biabaese jointly estimated myocardial ROl boundaries and
ranging between 1-63%. Parameters estimated directly freme-compartment kinetic model parameters directly from
the noiseless projection data were unbiased as expected, s#igwlated positron emission tomography (PET) projections.
the model used for fitting was faithful to the simulationLimber et al. [3] have fit single decaying exponentials to
Predicted uncertainties (standard deviations) of the parameteash pixel in a 1&16 array directly from simulated SPECT
obtained for 500,000 detected events ranged between 2-38ajections. We have fit one-compartment models to ROIls
for the myocardial uptake parameters and 2-23% for tlemcompassing a>3 array directly from simulated SPECT

myocardial washout parameters. projections, by first estimating the exponential factors using
linear time-invariant system theory and then estimating the
|. INTRODUCTION multiplicative coefficients using linear estimation [4].

c ional vsis of d icall ired | Estimation of ROI time-activity curves from projections
_o_nventlona_ analysis ol dynamically acquired NUCieqfyq peen investigated. Huesman [5] has described a method to
medicine data involves fitting kinetic models to time-activity,cimate the average activity in a 2-D ROI, and Defrise et al. [6]
curves generated from regions of interest (ROIs) _defined Oh&ve extended these ideas to 3-D. To compensate for physical
tgmﬁ)oral hsequence. Of. reconstructeg IMages. Shlnce dyna@iGors such as attenuation and detector resolution, Carson [7]
singie  p ,Ot,o.n emission compute . tomograp y,(S,PEqus described a method for estimating activity densities
data acquisition involves gantry motion and the d'Str'bUt'Ostumed to be uniform in a set of ROIs using maximum

of _rad_mpharmat_:eutlcal changes during th? acqu's't'ofkelihood, and Formiconi [8] has similarly used least squares.
projections at different angles come from different tracer The work presented here builds on the work of Carson
distributions. Images reconstructed from these inconsist&a}[

|

o , : : ) d Formiconi, as well as on simulations which we have
projections can contain artifacts that lead to biases in the ¢ " >0 and 3-D using idealized non-attenuating
estimated kinetic parameters. The artifacts can be particulagly, . [4, 9, 10]. In this 2-D simulation we use the more
problematic in images reconstructed from projections acquir

during th i f fad ic study when t listic mathematical cardiac torso (MCAT) phantom [11] and
unng the early ime frames of a dynamic study when Iﬂ\ﬁclude the effects of attenuation. We compare the estimation

This work was supported by U.S. Department of Health arf@f kinetic parameters directly from projections with estimation
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Department of Energy contract DE-AC03-76SF00098. three myocardial ROIs and for the liver.
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Fig. 1 Artifacts are apparent in the upper sequence of images reconstructed from the inconsistent projections of a relatively rapidly changing
tracer distribution acquired during the early uptake and washout time frames of a simulated dynamic SPECT study. The lower sequence of
images is obtained when the tracer distribution does not change during the time frames.

II. ESTIMATION OF KINETIC PARAMETERS parameter, and} is the washout parameter. Total activity in
DIRECTLY FROM PROJECTIONS the tissue is given by
We formulate a nonlinear estimation problem using a m m my,m m
P v Q™ () + fI'B(t) = K51V™ () + f" B(t), )

spatial and temporal parametrization of the time-varying

distribution measured with a single rotating detector SPEQJherefm is the fraction of vasculature in the tisstie
system. The one-compartment model shown in Figure 2 is This analysis starts with an image in which all volume

assumed for _S|mulated _myocard|al and liver tissue with &ements (voxels) within the body are segmented into blood
k.”OW.“ blood mput_ function, which would correspond t(,) th%ool, M tissue types of interest, and background. In order to
klnet!c.f, qf .teboroxu_”ne [12, 13, 14]. Paramgters are eSt'matggtain tissue boundaries, the patient is assumed motionless
by minimizing a weighted sum of sguared differences betwe%ring data acquisition, and a reconstructed image (for
the projections gnd the model'prgdlcted va!ues. example, via the projections at the time of strongest signal,
The expression for uptake in tissue typeds or via the summed projections) is segmented to provide
t . anatomical structure. The image intensity at each segmented
Q™(t) = k’znl/ B(r)e ¥20=dr = kiV™(t), (1) region is not used. Each voxel outside the body is modeled
0 to have zero activity concentration (even if its reconstructed
whereB(t) is the known blood input functiort3} is the uptake image intensity is non-zero) and therefore does not contribute
events to the modeled projections. Similarly, a voxel within
the body thought to have zero activity concentration could be
kD modeled as such by not labeling the voxel as either blood pool,
Q™(t) one of theM tissue types of interest, or background.
Using the segmented image and a measured attenuation
distribution, the attenuated static projections of the blood

lk{% Total tissue activity is often modeled & — f7)k'51 V™ (t) +
forB(t). This model yields the identical solution as equation (2),
i.e., the same modeled projections are obtained when the weighted
Fig. 2 Compartmental model for®®"Tc-teboroxime in the sum of squared differences between the measured and the modeled
myocardium. projections is minimized. The relationship betweé#; and k3; is
= k51— ).
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Fig. 3 Attenuated static projections of the ROIs in the MCAT phantom shown in Figures 4 and 5. These are the sinograms that would be
observed for each region, given a static unit concentration of activity within the region.

pool, tissue, and background regions are calculated foarameters isthe weighted sum of squares function

each projection ray of each projection angle. These are the I J N

| h Id be observed for each region, gi (Pijn — Pin)”
sinograms that would be observed for each region, given a ¥2 = ZZZ ijn : (4)
static unit concentration of activity within the region. With no Wijn

attenuation, the static projections correspond to the length

of the blood pool, tissue, and background regions along e?}g
projection ray of each projection angle. When projecting t getor: ; i i S
regions, other physical factors such as scatter and geome i(s’Nelghted fit, or the estimated variances of the projections for

point response can be modeled, although we have not doneaé'&eigh_ted fit. . . . .
in this simulation. As discussed above, equation (3) is a linear function of the

L L parameterg, k37, and f]". Therefore the model it describes
The number of projection rays per projection angle iy c5jied a conditionally linear, partially linear, or separable

denoted by, the number of projection angles per gamma,njinear model [15, 16]. We now describe the technique that
camera rotation byJ, and the number of gamma camerg,e nave used to remove the conditionally linear parameters so

rotatio_ns _byI. T_hug, there are a total df- J . N proj_ecti_on that equation (4) can be considered to be a function of only the
rays distributed in time and space. For a typical projection ray) iiqaar washout parametets;
2.

at anglej and positionn, the attenuated static projections of The washout parameters are denoted by the vector

the blood pool, background, and tissuweare denoted by, o

vjn, andw?},, respectively. Figure 3 shows the attenuated static A=[kiy -+ k4] (5)
projections of the ROIs in the MCAT phantom (Figures 4 and 5 Lo
used in the computer simulations described in Section Il Tﬁ%’gd the multiplicative parameters by the vector
amplitude of the background activity is denoted gyand the p=1[g kb - k¥ £ .- TM}T. (6)
background is assumed to be proportional to the blood activi

The projection equations can be expressed as

i=1 j=1n=1

ere pj;, are the measured data amt;;,, are weighting
tors. Typically, the weighting factors are either unity for an

B/'uring the time interval front;; — At to ¢;; (corresponding to

the jth projection angle acquired during tlith rotation), the
attenuated static projections of the blood pool, background, and
tissue typen along each of théV projection rays are denoted
by the vectors

tij
Pijn = / {UJnB(T) + UjTLgB(T)
t

ij—At (3)
S w;; = |Uj; u"NT, (7)
+ D wi KV (7) + £ B(7)] }df : i = [un j ]T
m=1 VZ] = [Ujl e UJN] , (8)
m m m 17T

where the time;; is equal to]j + (¢ — 1)J]At. The constants
ujn, Vjn, andwy; are pure geometrical weighting factors, andespectively. The modeled values for the projections acquired
the projection equations are linear in the unknowng?;, and during this time interval are denoted by the vector

f™. The nonlinear parameters;;, are contained iV (t).

T
The criterion which is minimized by varying the model Pij = [pi1 -+ PiN] (10)
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Fig. 4 MCAT emission phantom Fig. 5 MCAT attenuation phantom Fig. 6 Simulated time-activity
used in simulation. used in simulation. curves for regions of interest.

and the entire set df- J - N modeled projections is denoted by

tij
the vector v :/ V™ (r)dr
T T T T17T tij— At
p= [Pu v Py o0 P pIJ] (11) ti - (16)
_ ’ n,—kT (t—7") /
The corresponding entire set of measured projections is denoted = /t"_At [/0 B(r')e "= dr’| dr.
by the vectomp*. Y
Equation (3) can now be written as the setiof J - N Equation (4) can now be written as
equations
2 = % T ~ %
_ X" = (" —Rp) W(p" — Rp), 17)
Ry =p, (12)
where where W is a diagonal matrix with the reciprocals of the
) _ weighting factorsi¥;;,, along the diagonal. Given the blood
viiBun wi Vi wiiVY wi B - wi{Biui|  input functionB(t) and values for the washout parametars
: : : : : the criteriony? is minimized by the multiplicative parameters
o visBis W}J.V11J W%Vf‘f W%J.BN o Wiy B pw=R"WR) 'RTWp*. (18)
VIlBll W}llVIll W%VIQW W}lBI1 W%BH Substituting equation (18) into (17), the criterigid can be
4 . . . . written as
(Vs Bry wi Vi o WiV wi By W%Bl(-i_s) Y =p""Wp* - p""WR(R"WR) 'R"Wp*, (19)
and where now the criteriony® depends only on the washout
_ - parameters\ that enter nonlinearly via the matriR. To
w1 B optimize a fit based explicitly on all of the model parameters,
: the form of equation (17) can be used.
uy By The covariance matrix for the resulting model parameter
P=p— : _ (14) estimate® = [AT ﬂT]T is
B ;
nnen cov(®) = (MTWM)~'MTWeov(p* ) WM(MTWM) !,
: (20)
\urs By

Th di i ¢ of q ot _V\bhere coyp*) is the covariance matrix for the measured
€ corresponding entire €t of measured projections w ojections and the matrixI contains the partial derivatives of
modeled blood pool contributions subtracted is denoted

X e modeled projections with respect to the model parameters,
the vectorp®. In equations (13) and (14)3;; and V;I* are - Pro) P P

. ; . X evaluated a®:
time integrals of the known blood input function and the

modeled shape of the tissue time-activity curve defined in op
; A M= _— . (21)
equation (1), respectively: 90 |o_o
tij
Bij = / B(r)dr , (15) Given an estimate of cgp*), estimates of the statistical
tij—At uncertainties of the parameter estimaiesare the square roots
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noiseless inconsistent data noiseless consistent data
@) ®) © G) © ®) ©)
simulated conventional Formiconi direct direct | conventional Formiconi
uncertainty
ki, 0.700 0.665 0.767 0.700 0.010 0.669 0.700
normal myocardium ki, 0.150 0.149 0.162 0.150 0.002 0.152 0.150
1 0.150 0.160 -0.032 0.150 0.023 0.187 0.150
k2, 0.300 0.112 0.314 0.300 0.074 0.291 0.300
septal defect k25 0.300 0.116 0.286 0.300 0.065 0.279 0.300
2 0.100 0.394 0.110 0.100 0.105 0.134 0.100
k3, 0.500 0.218 0.096 0.500 0.151 0.480 0.500
lateral defect k3, 0.600 0.247 0.214 0.600 0.133 0.467 0.600
3 0.100 0.278 0.199 0.100 0.131 0.137 0.100
k5, 0.900 0.924 0.888 0.900 0.005 0.923 0.900
liver ks 0.0020 0.0020 0.0006 0.0020 0.0007 0.0020 0.0020
4 0.200 0.236 0.325 0.200 0.013 0.198 0.200
background g 0.200 0.200 0.201 0.200 0.001 0.199 0.200
Table 1

Results of kinetic parameter estimation from noiseless inconsistent projections: (a) simulated values; (b) values from dynamic reconstructions;
(c) values from direct estimation of region time-activity curves [8]; (d) values from direct estimation from projections; (e) predicted ugeertaint
(standard deviations) of values from unweighted direct estimation for 500,000 detected events using equation (20). Results of kinetic parameter
estimation from noiseless consistent projections) Yalues from dynamic reconstructions!)(values from direct estimation of region time-

activity curves [8]. Units for uptakgy; and washoukT? are mirm !, and the vascular fractioff™” and background amplitudgare dimensionless.

of the diagonal elements of the covariance matrix given bateral defect), which comprise the image volume. The
equation (20¥. 15 min data acquisition protocol consisted of 15 revolutions
of a single-head SPECT system, acquiring 120 angles per

1Hl. COMPUTERSIMULATIONS revolution and 64 parallel projection samples per angle. The

At i f the MCAT phant di projection bin width was 7 mm. Neither scatter nor geometric
. ransverse sfice ot the phantom was use 'n(ﬁoint response were included in the simulation.
simulation to evaluate the ability to estimate kinetic parameters

directly from attenuated SPECT projection data. The simulated The four washout parameters were estimated by minimizing
emission distribution, shown in Figure 4, contained bloodne unweighted sum of squared differences between the
background, liver, and three myocardial regions of intereBpiseless simulated projection data and the model predicted
(normal myocardium, septal defect, and lateral defect). THalues given by equation (19), using a modified iterative
emission distribution was assumed to be attenuated usfgwton-Raphson optimization algorithm [15, 16].  In
the attenuation distribution shown in Figure 5, calculated f&duation (19), the vectop” contained 115,200 measured
140 keV. The attenuation coefficients were 0.16 ¢rfor soft Projections with modeled blood pool contributions subtracted,
tissue, 0.14 cm' for breast, 0.045 cm' for lung, 0.21 cnt? the weighting matriXW was an identity matrix, and the matrix
for rib and transverse processes of spine, and 0.17'dior R had dimensions 115,26®. The washout parameters
vertebral body. The blood input function and the simulate@ntered nonlinearly via columns 2-5 of the mafiix Starting
tissue activity curves are shown in Figure 6. with all of the washout parameters at zero, it took 10 iterations
There were 13 parameters to estimate: the amplitudé@, converge to the parameter values used to simulate the
washout rates, and vascular fractions for the liver and tRgojections.  Each unweighted fit iteration took 2.0 min
three myocardial regions and the amplitude of the over@l @& 150 MHz MIPS R10000-based Silicon Graphics O2
background. Using these 13 parameters, the known blog@rkstation.
input function, and the known segmentation of the MCAT The results of the noiseless simulation are shown in Table 1
phantom, a dynamic sinogram was formed representing thed Figure 7. Direct parameter estimation from noiseless
attenuated projections of the six constituent componenigonsistent projections (column d of Table 1) was compared
(blood, background, liver, normal myocardium, septal defeatith estimation from dynamic reconstructions (column b).
Fifteen 41x41 attenuation corrected reconstructions (one for
each 1 min time frame) were formed by using 30 iterations of
A ) A o the conjugate gradient algorithm [18]. Thirty iterations were
var( 5) _ var(k3i) + var(fy") _ 2cov(ks, fi) sufficient to assure that the reconstructions had converged.
(k'337)? (k51)? (- f)2 k(1 —f1) Line-length weighting was used in the formulation of the
projections. The reconstructed pixel dimensions were 1.5 times

3The variance of the uptake parametefy; = k3 /(1 — f™)
discussed in footnote 2 can be estimated as follows [17]:
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Fig. 7 Estimated values for the uptake parametgiqleft) and the washout parametér§ (right). The gray bars depict the estimates obtained

from conventional and Formiconi analyses of noiseless inconsistent projections (columns b and c in Table 1). The white bar depicts the unbiasec
estimate (i.e., the simulated value) obtained directly from the projections, along with its predicted uncertainty (standard deviation) for an
unweighted fit of 500,000 detected events using equation (20). The black bars depict the estimates obtained from conventional and Formiconi
analyses of noiseless consistent projections (colurhaad¢). Note that the units for the liver washout parametés, are (100 miny®.

the projection bin width (i.e., 10:610.5 mm). Images spatial models used for fitting were faithful to the simulation.
reconstructed from the noiseless inconsistent projections fiine uncertainties (standard deviations) of the parameters
the first three time frames are shown in the upper sequeraigained from an unweighted fit of 500,000 detected events
of Figure 1. ROIs were defined by taking all homogeneouwgere predicted using equation (20) with an identity matrix
blood pool, background, and liver pixels, as well as all pixelor the weighting matrixW. The predicted uncertainties
containing at least 90% of one of the three myocardial tiss@eolumn e) ranged between 2—31% for the myocardial uptake
types. Direct parameter estimation from projections was alparameters and 2—23% for the myocardial washout parameters.
compared to the direct estimation of region time-activity curvé® assess the potential improvement in kinetic parameter
(column ¢) using the method proposed by Formiconi [8]. precision resulting from a weighted fit based on the estimated

Parameter estimates obtained from conventional analysivariance of the projection data, the inverse of the known
of noiseless inconsistent projections had biases rangiegvariance matrix for the simulated projections was also used
between 5-63% for the myocardial uptake parameters amel the weighting matriXW in equation (20). For 500,000
1-61% for the myocardial wash-out parameters. The largetected events this reduced the average predicted variance of
biases in the septal and lateral defects are not unexpecteel estimated parameters by about 30% for the myocardial
considering the long tomographic acquisition times of 1 mimptake parameters and about 40% for the myocardial washout
The estimates using Formiconi’s method had less bias in tharameters.
septal defect and more bias in the normal myocardium and the Parameter estimates were also obtained from noiseless
lateral defect, compared to the conventional method. projections forced to be consistent over the 1 min time frame

The difference in bias between the conventional araf the simulated dynamic data acquisition. Over the course
Formiconi methods was due to the differing nature of thef each revolution of the SPECT system, the activity in each
artifacts in the dynamic image reconstructions and the directiggion was held constant at the average of the continuously
estimated time-activity curves. Both contained artifacts due warying value that yielded the inconsistent projections. Images
the inconsistent projections, because the image reconstructieaonstructed from the noiseless consistent projections for the
and the direct time-activity curve estimation are based dinst three time frames are shown in the lower sequence of
a temporal model in which the activity concentrations areigure 1. For the conventional analysis the biases changed very
constant during the course of each revolution of the SPEQTile for the main myocardium and were reduced substantially
system. The image reconstructions contained additiorfat the septal and lateral defects (columf. bThe estimates
artifacts (even with temporally consistent projections) due tubtained using Formiconi’'s method were unbiased for the
the limited resolution of the voxels used to model the field dbrced consistent projections as expected (coluf)n since
view. The Formiconi method, however, used a spatial modebw both the temporal and spatial models used for fitting were
for fitting which was faithful to the simulation. faithful to the simulation.

Parameters estimated directly from the noiseless projection Lastly, noisy projection data sets containing 250,000,
data were unbiased as expected, since both the temporal 56@,000, and 1 million detected events were simulated.
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